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a b s t r a c t

Numerous recent studies suggest that human learners, including both infants and adults,
readily track sequential statistics computed between adjacent elements. One such statistic,
transitional probability, is typically calculated as the likelihood that one element predicts
another. However, little is known about whether listeners are sensitive to the directionality
of this computation. To address this issue, we tested 8-month-old infants in a word seg-
mentation task, using fluent speech drawn from an unfamiliar natural language. Critically,
test items were distinguished solely by their backward transitional probabilities. The
results provide the first evidence that infants track backward statistics in fluent speech.

� 2009 Elsevier B.V. All rights reserved.

1. Introduction

Language comprehension relies on the identification of
basic lexical units. Preverbal infants quickly begin to recog-
nize word-like sequences presented in fluent speech (Jus-
czyk & Aslin, 1995), suggesting that there must be some
set of reliable cues marking word boundaries in the speech
signal. Indeed, infants are sensitive to numerous acoustic
and phonological properties correlated with word bound-
aries (for a recent review, see Saffran, Werker, & Werner,
2006).

In particular, infants’ sensitivity to transitional proba-
bility (TP), the probability of event Y given event X, has re-
ceived a great deal of attention (e.g., Aslin, Saffran, &
Newport, 1998; Saffran, Aslin, & Newport, 1996; Saffran,
Johnson, Aslin, & Newport, 1999). TP is typically calculated
according to Eq. (1):

TP ¼ PðYjXÞ ¼ frequencyðXYÞ
frequencyðXÞ ð1Þ

On this construal, the frequency of the first element in
the pair, X, is normalized as a function of its overall fre-
quency in the corpus. TP is thus a measure of the strength
with which X predicts Y. Analyses of infant-directed speech
corpora suggest that TP cues could, in principle, help in-
fants find word boundaries, at least when acting in concert
with other cues (Swingley, 2005). Furthermore, infants
track TPs when exposed to a synthetic speech stream
drawn from a miniature artificial language, in which TP is
the only available cue to word boundaries (Aslin et al.,
1998; Graf Estes, Evans, Alibali, & Saffran, 2007). Infants
can also track TPs in natural speech drawn from an unfa-
miliar language, Italian (Pelucchi, Hay, & Saffran, 2009).

Despite this emerging body of work, remarkably little is
known about the computational underpinnings of these
findings. In particular, it is not clear whether infants com-
pute TPs solely in a forward direction. In the original study
by Aslin et al. (1998), the authors noted that while they
were focused on forward TPs, there were a number of other
pair-wise statistics that could be equally informative, in
principle, because they normalized the frequency of co-
occurrence of the pair by the frequencies of one or both of
the individual elements. From a computational perspective,
some sequential statistics are direction-independent, such
as mutual information (e.g., Charniak, 1993; Swingley,
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1999). Other statistics contain directional information. For
example, TP can be defined in two different and symmetri-
cal ways, depending on how the normalization step is per-
formed. In addition to forward TPs (hereafter FTP)
described in Eq. (1), it is also possible to compute backward
TPs (hereafter BTP), as shown in Eq. (2), measuring the like-
lihood of X preceding Y:

BTP ¼ PðXjYÞ ¼ frequencyðXYÞ
frequencyðYÞ ð2Þ

Indeed, in a corpus analysis of English infant-directed
speech, Swingley (1999) demonstrated that FTP and BTP
are equally informative as independent cues to word
boundaries.

The majority of the studies investigating TP computa-
tions have manipulated FTP, often not controlling for ef-
fects of BTP. These conditional probability statistics are
typically correlated, making it difficult to assess the inde-
pendent roles of FTPs and BTPs. Although the two mea-
sures are often identical in studies that use artificial
language materials (e.g., Aslin et al., 1998; Graf Estes
et al., 2007), they are likely to differ substantially in natural
languages. In the one infant study in which these two cues
were decoupled, Pelucchi et al. (2009) controlled for BTPs
in their test items, leaving FTPs as the only useful cues
(see Table 1). No study to date has tested whether infants
can exploit BTP cues in the absence of informative FTP
cues, though results from recent adult studies suggest that
such learning is indeed feasible both in the auditory
(Perruchet & Desaulty, 2008) and visual domains (Jones &
Pashler, 2007).

The aim of the current study was to determine whether
infants track BTPs in fluent speech. Eight-month-old in-
fants listened to a corpus of natural speech from an unfa-
miliar language. Unlike earlier studies of statistical
learning using highly artificial stimuli, these materials
have the complexity of speech found in infants’ natural
environments, increasing the ecological validity of the task
(Pelucchi et al., 2009). After familiarization, infants were
tested on two different types of familiar words: High Tran-
sitional Probability words (HTP-words, BTP = 1.0) versus Low
Transitional Probability words (LTP-words, BTP = 0.33).
Importantly, both word types occurred equally often dur-
ing familiarization and shared the same trochaic stress pat-
tern and the same FTP (1.0). Successful discrimination
between HTP- and LTP-words would suggest that infants
track BTPs while listening to natural speech.

2. Method

2.1. Participants

Thirty-two infants (mean age 8.4 months, range 8.0–
9.0) were assigned to one of two counterbalanced condi-
tions: Language A or B. All infants were monolingual Eng-
lish learners with no history of hearing or vision
impairments; none had prior exposure to Italian or Span-
ish. Eight additional infants were excluded because of fuss-
iness (6) or failure to attend (2).

2.2. Materials

Two counterbalanced languages were used to control
for arbitrary listening preferences at test. Languages A
and B both consisted of 12 grammatically correct meaning-
ful Italian sentences. The four target words (fuga, melo, bici,
and casa) each appeared six times in each corpus. These
target words all followed a strong/weak stress pattern
and were phonetically and phonotactically legal in English.

The critical manipulation concerned the BTPs between
the syllables of the target words. In Language A, the sylla-
bles fu, ga, me, and lo, appeared only in the words fuga and
melo. Consequently, the BTP of these two words was 1.0
(HTP-words). However, for casa and bici there were 12
additional occurrences of the syllables sa and ci in the cor-
pus, always in weak (unstressed) position consistent with
their stress level in the target words. As a consequence,
the BTPs of casa and bici were 0.33 (LTP-words) relative
to the Language A familiarization sentences.

Importantly, since the first syllables, bi and ca, only oc-
curred in the context of the target words, the FTPs for casa
and bici were 1.0. This is identical to the FTPs for the two
HTP-words, fuga and melo. Thus, the only difference be-
tween HTP- and LTP-words is their BTPs: 1.0 for HTP-words,
and 0.33 for LTP-words. In the counterbalanced Language B,
HTP- and LTP-words were switched.

Each block of sentences was presented three times, for a
total of 3 min. The resulting corpora for Languages A and B
included 18 repetitions of each of the four target words,
and 36 additional occurrences of the second syllables in
the two LTP-words. Test items consisted of the 2 HTP-words
and 2 LTP-words. A female native Italian speaker, naïve to
the purpose of the experiment, recorded the stimuli in an
infant-directed register. Test words were read in citation
form and were digitally matched for length and amplitude,
while preserving their original pitches.

Table 1
Comparison between FTP and BTP of the words and part-words from Saffran et al. (1996) and Perruchet and Desaulty (2008), and for the HTP- and LTP-words
from Pelucchi et al. (2009) and those used in the current experiment.

Transitional probability

Saffran et al. (1996) Perruchet and Desaulty (2008)b Pelucchi et al. (2009) Current experiment

Words Part-wordsa Words Part-words HTP LTP HTP LTP

FTP 1.0 .35 .20 .33 1.0 .33 1.0 1.0
BTP 1.0 .35 1.0 .20 1.0 1.0 1.0 .33

a TPs at word boundaries are an average (.17/.48).
b Values are from Experiment 1, backward group.
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2.3. Procedure

Infants were tested using the Head Turn Preference Pro-
cedure as adapted by Saffran et al. (1996). During familiar-
ization, Language A or B played from speakers mounted
beneath two sidelights. The lights flashed contingent on
looking behavior while the familiarization materials
played continuously. Immediately after familiarization,
12 test trials were presented. Each trial consisted of a sin-
gle test item repeated as long as the infant maintained a
head-turn in the direction of the flashing light above the
loudspeaker presenting the sound. All infants heard the
same test items regardless of familiarization condition.
Each of the 2 HTP-word and 2 LTP-word trials occurred
three times, randomized by block. Test items that were
HTP-words in Language A corresponded to LTP-words in
Language B, and vice versa.

3. Results

As there were no significant differences in difference
scores for the two counterbalanced languages [t(30) = .30,
p = .77], the two conditions were combined in the subse-
quent analysis. A paired t-test revealed a significant differ-
ence in average looking time for HTP-words (10.06 s)
versus LTP-words (8.91 s): t(31) = 3.05, p < .01 (see Fig. 1).

Since test items were matched for their trochaic pat-
tern, frequency, and FTP, infants’ successful test discrimi-
nation suggests sensitivity to BTP. The observed
familiarity preference is consistent with results of Pelucchi
et al. (2009), where FTP was manipulated using similar
materials and procedures. Together, these results indicate
that infants can keep track of TPs in fluent natural speech,
computing probabilities of co-occurrence in both
directions.

4. General discussion

Despite the burgeoning literature exploring the role of
TP in word segmentation, remarkably little is known about
the directional selectivity of this computation. Prior to the
current study, data on infants’ sensitivity to BTP was not
available. These results provide the first evidence showing

that infants can successfully discriminate disyllabic se-
quences based on differences in their internal BTPs.

While intuition suggests that forward-going statistics
should be more informative to learners, the acquisition of
some types of linguistic structures would be facilitated
by detection of backward-going statistics (e.g., Saffran,
2001, 2002; Saffran et al., 2008). For example, in languages
that mark grammatical gender, backward TPs would help
learners to discover which types of articles typically pre-
cede nouns; forward TPs are far less informative in this sit-
uation (Lew-Williams, personal communication). For
example, in the Spanish article-noun sequence la pelota,
la is not a good predictor of pelota since there are many
possible different feminine nouns that could follow la.
However, pelota is a good predictor of la since they are of-
ten paired. Even in English, BTPs are more useful than FTPs
for discovering some relationships. Corpus analyses sug-
gest that to discover the grammatical category ‘noun’, BTPs
are far more informative than FTPs. For example, given the
pair of words the dog, the backward probability (the pre-
ceding dog) is higher than the corresponding forward prob-
ability (dog following the; 0.25 vs. 0.002; Willits,
Seidenberg, & Saffran, in press). In other languages, like
Korean, determiners tend to follow nouns, and thus the
forward probability is more informative than the corre-
sponding backwards probability. Indeed, a recent adult
study suggests that the degree of sensitivity to forward
versus backwards probability may in fact be language
dependent (Onnis, 2009). In general, forward and back-
ward TPs, working together, likely help to constrain the
set of potential alternatives across a range of learning
problems.

The successful discrimination observed in this experi-
ment has a further, potentially important, implication. To
track BTPs in these materials, infants needed to compute
probabilities over weak syllables. Unstressed syllables are
less perceptually salient and thus potentially more elu-
sive than strong syllables (Cutler & Foss, 1977; Tabossi,
Burani, & Scott, 1995). In Italian, weak syllables are
shorter, softer, and lower pitched than their correspond-
ing strong syllables, which infants readily track in statis-
tical learning tasks (Pelucchi et al., 2009). These results
are thus important in that they demonstrate that infants
can track the probabilities of these less prominent ele-
ments. Moreover, unlike earlier studies of statistical
learning in infancy, the material used in this study con-
tained the richness of natural speech. The results thus
serve to emphasize the sophisticated abilities of infants
who readily track the statistics of sounds in complex in-
put despite differences in their acoustic realizations (e.g.,
coarticulation, nasalization, etc.).

The current studies illuminate the power of statistical
learning mechanisms and extend our understanding of
their computational range; infants readily track both for-
ward and backward TP even in complex, natural linguistic
input. These findings both constrain and challenge future
studies that invoke statistical learning processes. Input sta-
tistics that appear to be difficult to learn based on weak
forward-going statistics may be supported by strong back-
ward-going statistics, and vice versa. Future research will
need to pinpoint the means by which infant learnersFig. 1. Mean looking times (±1 SE) to HTP-words and LTP-words.
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integrate these sources of information, along with the myr-
iad other cues that lurk amidst linguistic input.
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